Getting Started with Serial and Parallel MATLAB on Deepthought?2

CONFIGURATION

e Download either deepthought2.remote.r2014a.zip (Windows) or

deepthought2.remote.r2014a.tar (Linux/Mac)
e For Windows users, unzip the download and place the contents into the folder returned by
userpath (for example My Documents\MATLAB or Documents\MATLAB).
For Linux users, untar the download and place the contents into Smatlab/toolbox/local
e Start MATLAB. Configure MATLAB to run parallel jobs on the Deepthought2 cluster by calling

configCluster.
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- {1 Open Variable = {7 Run and Time (5 Set Path = Request Support
New MNew Open |||Compare Import  Save Simulink  Layout Help
Script = - Data Workspace [/ Clear Workspace ~ (77 Clear Commands ~  Library ~ [l parater ~ ~ o Add-Ons =
FILE VARIABLE | ‘CODE | SIMULINK | ENVIRONMENT | RESOURCES
Current Folder @ | | Command Window ®
@S EE L «matisb b 72 >> % Configure MATLAB to submit jobs to the cluster
Name = >> configCluster

| +pctDebug .
. +profiles Username on DEEPTHOUGHT2:

] Clustednfo.m Clearing all ClusterInfo settings.

1] configCluster.m

5] deepthought?_remote_r2014a.settings
] jobstoragelocation.m

£ schedID.m

L stpn2tpn.py

>> % Jobs will now default to the cluster rather than running locally

Jx >>

Details




CREDENTIALS

The first time a user submits a job to Deepthought2, the user will be prompted whether to supply a

password or a private key for their SSH credentials

@ Ise an identity file to login to login.deepthought2 umd.edu?

 Yes |l No HCanoe|l

If the user chooses a private key, the user will be prompted for the location of the file. The private key is
stored with MATLAB so that they are not prompted for it at a later time.

If using a private key, the user will also be prompted if the key requires a passphrase.

@ Does the identity file require a password?
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SERIAL JOBS

Use the batch command to submit asynchronous jobs to the cluster. The batch command will return a
job object which is used to access the output of the submitted job. See the example below and see the
MATLAB documentation for more help on batch.

Note: In the example below, wait is used to ensure that the job has completed before requesting results.
In regular use, one would not use wait, since a job might take an elongated period of time, and the
MATLAB session can be used for other work while the submitted job executes.
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FILE VARIABLE CODE SIMULINK ENVIRONMENT RESOURCES
Current Folder Bl command Window ®
@ EE )« matib » v 0 >> % Get a handle to the cluster
Name « >> ¢ = parcluster;

~pctDebug

+profiles >>
%Uusﬁe’lﬂfom >> % Retrieve batch job: query where MATLAB is running on the cluster
5] configClusterm .
] deepthought2_remote_r2014a settings >> j = c.batch(fpwd, 1, {});
1] jobstoragelocation.m
1 schedID.m
additionalsSubmitArgs =

| stpn2tpn.py

--ntasks 1 --licenses=mdecs:1l

>> j.wait % Wait for the job to finish before fetching results
>> j.fetchoutputs{:} % Now that the job is completed, fetch the results
ans =

/a/fs-3/export/home/deepthought2/mltrain

>>
>> j.delete % No longer need the results, so delete the job

fx >> |

Details




To retrieve a list of currently running or completed jobs, call parcluster to retrieve the cluster
object. The cluster object stores an array of jobs that were run, are running, or are queued to run. This
allows us to fetch the results of completed jobs. Retrieve and view the list of jobs as shown below.
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E I:Il:I'j = (S rrion & E [z, New Variable \j Analyze Code s E {6} Preferences. @ (% Community
— 1} Open Variable + {7 Run and Time: (5 SetPath = Request Support

New New Open ||| Compare Import Save Simulink ~ Layout Help.
Script v - Data  Workspace (1 Clear Workspace ~ (77 Clear Commands ~  Library = [lli Paratier ~ ~ 0 Add-Ons v

FILE VARIABLE 'CODE SIMULINK ENVIRONMENT RESOURCES
Current Folder [GMl Command Window ®
€ BE L «matehr ~[ L >> % Retrieve the results of past jobs from the cluster

Name = >

~pctDebug
+profiles

>> % Get a handle to the cluster

) Clustednfo.m >> ¢ = parcluster;
7] configCluster.m . _
] deepthought2_remote_r2014a settings >> jobs = c.Jobs

1] jobstoragelocation.m
1 schedID.m .
| stpn2tpn py Jjobs =

1lx1l Job array:

pus] Type State FinishTime Username Tasks

1 21 independent queued rayn 1

2 22 independent finished Sep 11 15:17:51 rayn 1

3 23 pool finished Sep 11 15:19:12 rayn 3

4 24 pool finished Sep 11 15:20:49 rayn 8

5 25 pool finished Sep 11 15:30:39 rayn 8

6 26 peool finished Sep 11 15:33:32 rayn 24

7 27 pool queued rayn 24

8 30 independent finished Sep 11 16:00:26 rayn 1

9 36 independent finished Sep 11 16:25:42 rayn 1

10 37 independent finished Sep 11 16:30:13 rayn 1
11 43 pool finished Sep 11 17:07:26 rayn 24

fe>> |

Details ~




Once we’ve identified the job we want, we can retrieve the results as we’ve done previously. If the job
produces an error, we can call the getDebugLog method to view the error log file. The error log can
be lengthy and is not shown here. The example below will retrieve the results of job #3.

NOTE: fetchOutputs is used to retrieve function output arguments. Data that has been written to
files on the cluster needs be retrieved directly from the file system.
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Script =
FILE

New MNew Open || Compare

APPS,

@ 'ﬂ:' 193 [l Find Files 1% E Uz New Variable

Current Folder
e EHE
Name =
+pciDebug
~profiles

W) Clustednfo.m
1] configCluster.m

<« matlab ¥

] jobstoragelocation.m
£ schedID.m
stpn2tpn.py

®

-l

] deepthought?_remote_r2014a.settings

Details
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SHORTCUTS

| Analyze Code cs E (G} Preferences @ (¢ Community
{1 Open Variable = {7 Run and Time (5 SetPath = Request Support
import  Save Simulink  Layout Help
Data Workspace [/ Clear Workspace ~ (77 Clear Commands ~  Library - - ~ o Add-Ons =
SIMULINK ENVIRONMENT RESOURCES

VARIABLE CODE

Command Window
>> % Retrieve the results of the 3rd job
>> j3 = jobs(3):

>> j3.fetchOutputs{:}

ans =
/a/fs-3/export/home/deepthought2/mltrain
>>

>> % For debugging, retrieve the output/error log file
Jx >> j3.Parent.getDebugLog (j3.Tasks (1) )|




PARALLEL JOBS

Users can also submit parallel workflows with batch. Let’s use the following example for a parallel job.

| parallel_example.m | + |

1 " Ifunction t = parallel example

3- t0 = tic;
4— [Jparfor idx = 1:16
5— A(idx) = idx;

6 — pause (2)
77— end
88— -t = toc(t0);

We'll use the batch command again, but since we’re running a parallel job, we’ll also specify a MATLAB

Pool.

f| MATLAB R2014 =T

HONE PLOTS APPS SHORTCUTS G 20 S (R 5-srch Docurnentstion I =
E [z, New Variable | Analyze Code oE {0} Preferences (% Community

T 4} (oI
. 5‘}' J I;anes (5 E f— FE— (C=) @ (55 st @ i —
New New Open |i|Compars Import Save Simulink  Layout Help
Script ¥ - Data 7 Clear v [ Clear ~  Library ~ [l parater ¥ ) Add-Ons v

FILE VARIABLE ‘ 'CODE ‘ SIMULINK | ENVIRONMENT | RESOURCES
Current Folder [Gl Command Window ®
e EE W «madiabr -2 >> j = c.ba.tch(@parallel_exa.mple, 1, {}, 'pool', 8); % 8 workers for 16 sims
Name =

= ). +pctDeb AN 5
i 4_;,:;;‘,:9 additionalsubmitArgs =

W) Clusterdnfo.m

7] configCluster.m R

[ deepthought?_remote_ 2014z settings --ntasks 9 --licenses=mdcs:9

1] jobstoragelocation.m

7] schedID.m X . i . o i

| stpnztpn.py >> j.wait % Wait for the job to finish before fetching results

>> j.fetchOutputs{:} % Now that the job is completed, fetch the results
ans =
5.52
S>> \

Details




The job ran in 5.52 seconds using eight workers. Note that these jobs will always request N+1 CPU
cores, since one worker is required to manage the batch job and pool of workers. For example, a job
that needs eight workers will consume nine CPU cores.



We’'ll run the same simulation, but increase the Pool size. Note, for some applications, there will be a
diminishing return when allocating too many workers. This time, to retrieve the results at a later time,

we’ll keep track of the job ID.
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FILE ‘ VARIABLE ‘ CODE ‘ SIMULINK | ENVIRONMENT RESOURCES
Current Folder @ | Command Window ®
€ EE W «mitabr |2 >> j = c.batch(@parallel example, 1, {}, 'pool', 16); % 16 workers for 16 sims
J b -_examp. P
Name =

|| +pctDebug s ; -
. profiles additionalSubmitArgs =

W) Clusterdnfo.m

7] configCluster.m
|:] deepthought2_remote_r2014a.settings
1] jobstoragelocation.m

] schedID.,
f::p:hpnr:,y >> % Get the job ID so that we can retrieve the results of the job after quitting

--ntasks 17 --licenses=mdcs:17

>> id = j.ID
id =
52

>> % Clear the "j" variable as if we quit MATLAB
>> clear j
fx >>

Details




Once we have a handle to the cluster, we'll call the £ indJob method to search for the job with the

specified job ID.
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FILE | VARIABLE | ‘CODE | SIMULINK | ENVIRONMENT | RESOURCES
Current Folder [GM Command Window [C]
S EE L oamatshr R >> % Get a handle to the cluster
Name « >> ¢ = parcluster;
| +pctDebug
| +profiles >>
) Clustednfo.m >> % Find the old job
1] configClusterm . ) T
1] deepthought2_ remote ra014s.settings >»> J = e.findJob('ID',52);
) jobstoragelocation.m >>
F#] schedID.m .
| stpn2tpn.py >> j.State
ans =
finished

Details &

»>> j.fetchoutputs{:} % Now that the job is completed, fetch the results
ans =

2.5829

>> % For debugging, retrieve the output/error log file
J& >> j.Parent.getDebugLog (j)|

The job now runs in 2.58 seconds using 16 workers. Run code with different numbers of workers to

determine the ideal number to use.

Alternatively, to retrieve job results via a graphical user interface, use the Job Monitor (Parallel >

Monitor Jobs).
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CONFIGURING JOBS
Prior to submitting the job, along with setting the wall time, we can also specify:

e Account

e Email Notification (when the job is running, exiting, or aborting)
e GPU

e Memory Usage

e Partition

e Reservation

e Walltime

Specification is done with ClusterInfo. The ClusterInfo class supports tab completion to ease
recollection of method names.

NOTE: Any parameters set with ClusterInfo will be persistent between MATLAB sessions.
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E I:Il:I'j = (S rrion & E [z, New Variable \j Analyze Code s E {6} Preferences. @ (% Community
— 1} Open Variable + {7 Run and Time: ('S setPath = Request Support
New New Open ||| Compare Import Save Simulink ~ Layout Help.
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FILE VARIABLE CODE SIMULINK ENVIRONMENT RESOURCES
Current Folder Bl command Window ®
€= EHE «matlsb b 2 >> % Configure job: Account, Email Notification, GPU, Memory, Partition, Reservation,
Name = >> % and Wall time

~pctDebug

+profiles >>
) Clusterdnfo.m >> % Specify account
7] configCluster.m .
] deepthought?._remete 2014z settings >> ClusterInfo.setProjectName( test')
1] jobstoragelocation.m >>
7] schediDim

>> % Specify email notification

>> ClusterInfo.setEmailAddress ('your-usernamefumnd.edu’)
>>

>> % Request 26B memory/core (default is MB per CPU)

>> ClusterInfo.setMemUsage('2g')

>>

>> % Request "scavenger'" partition

>> ClusterInfo.setQueueName ('scavenger')

>>

>> % Request reservation

>>»> ClusterInfo.setReservation( name-of-reservation')
>>

>> % Request wall time of 3 hours

>» ClusterInfo.setWallTime('03:00:00")

>>

>> 3 = c.batch(@parallel_example, 1, {}, 'pool', 4); % 4 workers for 16 sims

|| stpn2tpn.py

fx

Details
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An example of requesting a GPU
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FILE ‘ VARIABLE ‘ ‘CODE ‘ SIMULINK | ENVIRONMENT | RESCURCES
Current Folder ® nmand Window ®
S EE L amtsh r R >> % Requesting a GPU will overrride any requested partition
Neme = s>
|| +pctDebug
. +profiles >> % Request GPUs
] Clustednfo.m >> ClusterInfo.setUseGpu (true)
1] configCluster.m
[ deepthought2_remote_r2014a.settings >>
1] jobstoragelocation.m >> % Request 2 GPU/node (default is 1 GPU/node, max is 2 GPUs/node)

7] schedID.m
L stpn2tpn.py

Details O

>> ClusterInfo.setGpusPerNode (2)
>>
>> % Get info on GPU device #2

>> j = c.batch(@gpuDevice, 1, {2});
additionalsubmitargs =
--ntasks 1 -t 03:00:00 --mem-per-cpu=2g --gres=gpu:2 --mail-type=ALL --mail-user=your-us

Je >> |




To see the values of the current configuration options, call the state method. To clear a value, assign
the property an empty value (“, [], or false), or call the c1ear method to clear all values.
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FILE VARIABLE CODE SIMULINK ENVIRONMENT RESOURCES
Current Folder [Gl command Window ®
e EE ) «mitiabr v 0 >> ClusterInfo.state
Name «
e awen -
] Clusterdnfo.m ClusterHost :
7] configCluster.m .
] deepthought2_remote_r2014a settings DataParallelism :
%ﬁ:ﬁ;&fnmm Emailaddress @ your-usernamefumd.edu
| stpnztpn.py GpusPerNode : 2
MemUsage : 2g
PrivateReyFile : H: i
PrivateKeyFileHasPassPhrase : 1
ProcsPerNode :
ProjectName :
QueueName :
Reservation :
UseGpu : 1
UserDefinedOptions :
UserNameOnCluster :
WallTime : 03:00:00
>>
>> % Turn off using the GPU
>> ClusterInfo.setUseGpu(false)
>>
>> % Clear all cluster values
>> ClusterInfo.clear
Details ~ fa; >> |

TO LEARN MORE

To learn more about the MATLAB Parallel Computing Toolbox, check out these resources:

Parallel Computing Coding Examples

[ )

e Parallel Computing Documentation
e Parallel Computing Overview

e Parallel Computing Tutorials

e Parallel Computing Videos

e Parallel Computing Webinars



http://www.mathworks.com/products/parallel-computing/code-examples.html
http://www.mathworks.com/help/distcomp/index.html
http://www.mathworks.com/products/parallel-computing/index.htmlhttp:/www.mathworks.com/products/parallel-computing/index.html
http://www.mathworks.com/products/parallel-computing/tutorials.html
http://www.mathworks.com/products/parallel-computing/videos.html
http://www.mathworks.com/products/parallel-computing/webinars.html

